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Learning to edit code automatically is becoming more and more feasible. Thanks to recent advances in Neural
Machine Translation (NMT), various case studies are being investigated where patches are automatically
produced and assessed either automatically (using test suites) or by developers themselves. An appealing
setting remains when the developer must provide a natural language input of the requirement for the code
change. A recent proof of concept in the literature showed that it is indeed feasible to translate these natural
language requirements into code changes. A recent advancement, MODIT [8], has shown promising results
in code editing by leveraging natural language, code context, and location information as input. However,
it struggles when location information is unavailable. While several studies [29, 81] have demonstrated the
ability to edit source code without explicitly specifying the edit location, they still tend to generate edits with
less accuracy at the line level. In this work, we address the challenge of generating code edits without precise
location information, a scenario we consider crucial for the practical adoption of NMT in code development. To
that end, we develop a novel joint training approach for both localization and source code editions. Building a
benchmark based on over 70k commits (patches and messages), we demonstrate that our jLED (joint Localize
and EDit) approach is effective. An ablation study further demonstrates the importance of our design choice
in joint training.
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1 Introduction

Code editing [45, 51] is a critical and continuous activity in the realm of software development.
As software systems expand in size and complexity, developers undertake a multitude of edits to
maintain and enhance their functionality. These edits may include bug fixes [15, 34, 62, 77], feature
additions [43, 44, 46], or performance improvements [41]. Nevertheless, a significant portion of
code editing across various projects is repetitive or similar in practice, which results in decreased
efficiency in software development [52]. Therefore, researchers are motivated to devise automated
approaches that can facilitate code editing by learning from historical examples [45, 46].

Approaches based on Neural Machine Translation (NMT) have demonstrated remarkable success
in the realm of automated code editing. NMT is a type of machine learning approach that uses the
sequence-to-sequence [57] architecture to predict the target sequence based on the source sequence
of words or tokens, which is commonly used to translate sentences from one language to another,
or to generate answers from questions. In the context of code editing, the process refers to the
translation of source code to targeted code. Contrasting to traditional machine translation methods
that translate words or phrases in isolation, NMT models the entire context of a sentence or even a
paragraph to produce a nuanced translation [74]. Leveraging this capability, literatures [8, 40, 78]
have successfully adapted NMT models to comprehend code semantics and generate more accurate
and contextually relevant edits by leveraging multiple modalities of information relevant to code
editing, such as the context, natural language guidance, test cases, etc.
Despite the achievements, NMT-based approaches face a substantial obstacle in real-world

applications: Several studies [29, 81] show the capability to edit source code without explicitly
specifying the edit location, they however tend to generate edits at locations with less accuracy at
the line level. Consequently, NMT struggles to edit code effectively within a broad context without
the knowledge of the exact edit location. Chakrabortyet al. [8] investigated the contribution of
different input modalities to the performance of their proposed NMT model. The findings indicate
a considerable decline in performance when the edit location remains unknown to the NMT model.
This however hinders the adoption of the NMT-based code edit approaches to practical scenarios.

Motivation example. To further illustrate our motivation, we present a motivation example in
Figure 1 generated by fine-tuned CodeReviewer models [29]. In this example, we show that when
the model is trained and inferred without line-level location information, it generates the edit that
corresponds to the inaccurate location. Conversely, when the location information is explicitly
provided, the model is able to generate a more accurate edit corresponding to the precise line
location.
This example highlights the importance of explicitly providing precise location information to

the model during training and inference. However, in real-world code editing scenarios, the exact
edit location is often unavailable, making it impractical to rely on explicitly provided edit locations.
To address this challenge, leveraging a localization model to predict the edit location could improve
the editing accuracy of the code edit model. Nevertheless, imperfect location predictions can harm
the edit generation process—potentially leading the model to edit irrelevant lines, for which we
will discuss in Section 5.5 and 5.6, where we show that using the localization model’s predicted
results as direct input to the editing model does not yield satisfactory performance. A potential
approach to tackle this problem is the recent multi-task frameworks, which have been proven
effective in software engineering tasks by using one task as a "soft constraint" for another [31–33].
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# Don't open code task_pid in kvm_vcpu_ioctl.

struct pid *oldpid;
r = -EINVAL;
if (arg) goto out;
oldpid = rcu_access_pointer(vcpu->pid);
# Line to edited
- if (unlikely(oldpid != current->pids[PIDTYPE_PID].pid)) {
# Ground truth
+ if (unlikely(oldpid != task_pid(current))) {
# Edit result generated by the model trained and inferred with location information.
+ if (unlikely(oldpid != get_task_pid(current, PIDTYPE_PID))) {
# Edit result generated by the model trained and inferred without location information.
+ newpid = get_task_pid_noauto(current, PIDTYPE_PID);

struct pid *newpid;
r = kvm_arch_vcpu_run_pid_change(vcpu);
if (r) break;

# Inaccurate line location
newpid = get_task_pid(current, PIDTYPE_PID);
rcu_assign_pointer(vcpu->pid, newpid);
if (oldpid) synchronize_rcu();
put_pid(oldpid);

}
r = kvm_arch_vcpu_ioctl_run(vcpu, vcpu->run);

Fig. 1. Motivation example.

By leveraging the parameter-sharing mechanism of multi-task learning, these approaches facilitate
knowledge transfer between tasks [5, 54] through learning more generalizable features that are
relevant to all tasks. Additionally, different optimization targets can perform as regularization terms
for one another [35], further improving the generalization of the model on each task. Moreover,
a recent work [38] also shows the insight of leveraging the program repair/refinement task to
improve a model’s fault localization capabilities, further motivating us to explore the latent semantic
relationship between code editing and localization tasks, enabling the model to generate more
accurate code edits without explicitly relying on precise location information. More specifically,
in our code editing scenario, the training process of the edit target and the localization target are
related but not strictly dependent, creating an opportunity to use one as a guiding signal to enhance
the performance of the other. This approach avoids imposing strict dependencies while promoting
mutual benefits in training both the editing and localization tasks.
This paper. We propose to jointly optimize the two loss functions of edit location and code

edition in NMT models, towards producing an integrated approach to enable precise localization
and edition of source code without the knowledge of exact edit locations. The main contributions
are as follows:

❶ Our paper introduces jLED (jointly Localize and EDit), a novel supervised learning approach
designed to enable the practical application of code editing without the need for edit location.
jLED leverages large-scale language models to uniformly localize and edit source code.

❷ We conduct comprehensive experiments to evaluate the performance changes by employing
different modalities for sequence-to-sequence editing baselines.

❸ After collecting a large dataset of 77,044 edited code samples from two famous GitHub projects –
Linux andWireshark, we extensively evaluate the effectiveness of jLED to localize and edit source
code. The results demonstrate our tool jLED outperforms or achieves competitive performance
when compared against the localizing and editing baselines, using five different large pre-trained
code models trained with our pipeline.

❹ To further evaluate the effectiveness of our proposed joint learning pipeline, we construct a
two-stage localization-editing pipeline, in which a localization model and an editing model are
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trained separately. We conduct experiments for ablation study with a two-stage pipeline, and
experimental results further demonstrate the superiority of our proposed joint learning pipeline.

Availability.Our artifact, code, and dataset are publicly available at: https://github.com/weiguoPian/
Code_Edit_Joint_Learning.

The remainder of this paper is presented as follows. Section 2 introduces the background of this
work. In Section 3, we present our methodology with detailed explanations. Section 4 and 5 cover
the experimental design and results. We provide discussions and related work in Section 6 and 7.
Section 8 concludes this work.

2 BACKGROUND

2.1 Neural Machine Translation

Neural Machine Translation (NMT) has emerged as a promising approach in the field of machine
translation, exhibiting well performance in automating language translation tasks [8]. By lever-
aging deep neural networks, NMT models are capable of learning and generating translations
in an end-to-end manner, thereby overcoming the limitations of traditional statistical machine
translation methods. At its core, NMT comprises two fundamental components: the encoder and the
decoder, which work synergistically to facilitate the translation process. The encoder component
plays a crucial role in comprehending and processing the input sentence, utilizing sophisticated
neural architectures to generate a vector representation that encapsulates the underlying semantic
meaning of the source text. This vector representation serves as a rich and comprehensive rep-
resentation of the source sentence, enabling the subsequent translation process to leverage the
encoded information effectively. The decoder component, on the other hand, capitalizes on the
encoded input representation to sequentially generate the target sentence through a process of
logical reasoning.

In recent years, the field of Software Engineering (SE) has witnessed a broad range of applications
for NMT. Notably, NMT has found utility in areas such as Automatic Program Repair [22, 40, 76],
Program Synthesis [79], and Code Edit Generation [67, 68]. These applications capitalize on NMT’s
ability to comprehend and generate intricate patterns, making it a valuable tool for SE-related tasks.
The integration of NMT in software engineering research highlights its potential to enhance various
aspects of software development, offering new avenues for improving program understanding,
code generation, and automated repair.

2.2 Transformer Model for Sequence Processing

Transformer model [70] has emerged as a highly influential and prominent model for sequence
processing tasks within the field of natural language processing (NLP), leading to numerous
state-of-the-art achievements [3, 73]. Prior to the advent of the Transformer, recurrent neural
networks (RNNs) and their variants, such as long short-term memory (LSTM) and gated recurrent
units (GRUs), were conventionally utilized for sequence processing tasks. While RNNs showcased
commendable performance, they encountered challenges in parallelization and capturing long-
range dependencies adequately. To overcome these limitations, the Transformer model introduced a
novel self-attention mechanism, enabling selective attention to different parts of the input sequence
through adaptive weighting. This mechanism played a pivotal role in capturing dependencies
between distinct positions within the sequence, facilitating parallel processing of the input. During
the token representation learning phase, the Transformer model learned to attend to all input
tokens, transforming the sequence into a comprehensive graph where each token represented a
node. The edge weights in this graph denoted the attention weights between tokens, which were
learned based on the specific task at hand. Additionally, positional encoding was incorporated

J. ACM, Vol. 1, No. 1, Article . Publication date: January 2025.

https://github.com/weiguoPian/Code_Edit_Joint_Learning
https://github.com/weiguoPian/Code_Edit_Joint_Learning


You Don’t Have to Say Where to Edit!

jLED – Joint Learning to Localize and Edit Source Code 5

into the Transformer model to encode the position of each token in the sequence, facilitating
the learning of long-range dependencies. The Transformer’s ability to reason about long-range
dependencies has proven to be highly advantageous for various source code processing tasks,
including code generation [58] and code summarization [2].

2.3 Transfer Learning for Source Code

Transfer learning [72] has emerged as a prominent research direction in the domain of software
engineering (SE) due to its potential to address various SE tasks effectively. In SE, transfer learning
involves the creation of task-agnostic representations of source code, which can be leveraged and
repurposed across different tasks. One prevalent approach to obtain such task-agnostic representa-
tions entails pre-training models using a large corpus of source code. During the pre-training phase,
the primary objective is to enhance the model’s understanding of code or its ability to generate
accurate code. By leveraging a substantial collection of source code, a pre-trained model is expected
to encapsulate valuable code-related knowledge within its learnable parameters. Subsequently,
these pre-trained models are fine-tuned to adapt to specific task objectives.
Several transformer-based encoder models have been developed to facilitate pre-training for

comprehending source code. Notable examples include CodeBERT [13] and GraphCodeBERT [16].
CodeBERT [13] focuses on learning continuous representations of code snippets, enabling a deeper
understanding of their structural and contextual aspects. GraphCodeBERT [16] incorporates the
data-flow graph modeling into the masked token pre-training process of the BERT model to
capture code dependencies and interactions, facilitating higher-level reasoning and tasks such
as code completion and refactoring. In the context of code generation, two prominent models
are CodeGPT [39] and PLBART [1]. CodeGPT pre-trains a transformer-based model specifically
designed for sequentially generating general-purpose code. More recently, PLBART introduced
a joint pre-training approach that encompasses both code understanding and code generation,
utilizing denoising auto-encoding. PLBART consists of an encoder and a decoder, where the encoder
is exposed to slightly perturbed code, while the decoder is responsible for producing code without
such perturbations.

3 Approach

In this section, we delve into a detailed presentation of our proposed approach. Figure 3 illustrates
the pipeline of our jLED. The overall pipeline is composed of three primary components: input
pre-processing, model architecture, and the optimization objective. Note that, during the inference
phase, the optimization objective is replaced by an output generation module. In the pre-processing
stage, we concatenate different parts/modalities, converting them into a token sequence for input.

3.1 Input Modalities, Data Collection and Pre-processing

As we mentioned before, since we may not know the exact line-level location in which the line
content should be edited, it is not in practice to provide the exact line-level location information as
a part of the input of the model. Therefore, in our setting, the model can only take natural language
guidance and code context (a multiple lines code fragment) as input. We use G and C to denote the
natural language guidance and the code context respectively, and we follow the setting in [8] to
use a special token <s> to split the two modalities G and C.

For the data collection process, we construct the dataset using a series of git commands: git show,
git diff, and git checkout, targeting the retrieval of code changes across different versions. Specifically,
we focus on extracting the differences that represent single-line edits and their associated commit
messages, constituting a single dataset sample. This approach ensures that each sample captures
a specific code modification scenario, accompanied by the developer’s intent as expressed in the
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# Don't open code task_pid in kvm_vcpu_ioctl.

struct pid *oldpid;
r = -EINVAL;
if (arg) goto out;
oldpid = rcu_access_pointer(vcpu->pid);
- if (unlikely(oldpid != current->pids[PIDTYPE_PID].pid)) {
+ if (unlikely(oldpid != task_pid(current))) {

struct pid *newpid;
r = kvm_arch_vcpu_run_pid_change(vcpu);
if (r) break;
newpid = get_task_pid(current, PIDTYPE_PID);
rcu_assign_pointer(vcpu->pid, newpid);
if (oldpid) synchronize_rcu();
put_pid(oldpid);

}
r = kvm_arch_vcpu_ioctl_run(vcpu, vcpu->run);

# make buddy table static. Idea is to reduce false cacheline sharing and stuff.

static int cntlz(u32 value);
static int cnttz(u32 word);
static int dbAllocDmapBU(struct bmap * bmp, struct dmap * dp, s64 blkno, int nblocks);
static int dbInitDmap(struct dmap * dp, s64 blkno, int nblocks);
static int dbInitDmapTree(struct dmap * dp);
static int dbInitTree(struct dmaptree * dtp);
static int dbInitDmapCtl(struct dmapctl * dcp, int level, int i);
static int dbGetL2AGSize(s64 nblocks);
- static s8 budtab[256] = {
+ static const s8 budtab[256] = {

3, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2,
2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,

}

Fig. 2. Two illustrative examples of our collected dataset.

commit message. Afterward, to maintain the quality and relevance of our dataset, we apply stringent
filtering criteria, in which samples are excluded if the single-line change pertains solely to comments
rather than code content. This decision is based on our goal which focuses on code editing that
potentially affects software behavior and performance. By filtering out comment-only changes, we
aim to enhance the model’s learning of code syntax and semantics. For each sample, it includes
not only the line to be edited but also contextual code lines surrounding the edit. This context,
encompassing lines before and after the target line, is crucial to create a scenario for localizing the
code line to be edited before generating edits. Finally, we remove the blank lines in each sample to
get the clean ones, and get the final location line number to be edited.

In the Pre-processing step, we then apply the tokenizer to tokenize the input into sequences of
tokens. For the tokenizer, we follow Chakraborty et al. [8] and use the sentence-piece tokenizer [26]
in all our experiments, which divides each token into sequences of subtokens. In our implementation,
we apply their original pre-trained sentence-piece tokenizer to different pre-trained models used in
our training pipeline. Finally, the tokenized sequence is generated after the data pre-processing as
the input of the model. Figure 2 presents two illustrative examples of the collected dataset.

3.2 Models

Recently, there has been a significant surge in interest of Transformer-based [70] code models [48,
49, 84] in fields of code representation learning and software engineering. These models, especially
pre-trained large code models [1, 13, 16, 39, 71], attract lots of attention due to their superior
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Fig. 3. Overview of our jLED pipeline.

performance and generalizability, proving to be highly advantageous for various research topics
in software engineering [6, 19–21, 42, 61, 63, 65]. Inspired by this, we also apply the pre-trained
large code models in our approach, which can be divided into three categories: encoder pre-
trained code models, decoder pre-trained code models, and encoder-decoder pre-trained code
models. Specifically, the representative encoder pre-trained code models include CodeBERT [13]
and GraphCodeBERT [16], while one of the most representative decoder pre-trained models is
CodeGPT [39]. Recently, researchers also explored the ability of pre-trained encoder-decoder
models in the field of code representation learning and proposed the pre-trained encoder-decoder
code models PLBART [1] and CodeT5 [71]. In the rest of this subsection, we introduce the details
of these pre-trained models’ architecture.
The basic component of the large code models is the encoder-decoder architecture, a powerful

sequence-to-sequence deep learning architecture, which has been widely used in text-to-text task,
text-to-code task, code-to-text, and code-to-code (our task) tasks. Note that, in our experiments,
all the models used in our proposed jLED are based on the encoder-decoder architecture, except
CodeGPT which is a decoder-only model. We will discuss it later.

Encoder. Encoder is the first part of the encoder-decoder architecture, which is used for encoding
the pre-processed input subtokens sequence (see last subsection for details) into the semantic
feature space to obtain the representation of the input sequence. For an 𝐿𝑒 -layers encoder model,
the 𝑙-𝑡ℎ layer’s output feature can be denoted as:

𝑿 𝑙
𝑒 = F 𝑙

𝑒 (𝑿 𝑙−1
𝑒 ;𝑾 𝑙

𝑒 ),
s.t. 𝑿 𝑙−1

𝑒 = {𝒙𝑙−11 , 𝒙𝑙−12 , ..., 𝒙𝑙−1𝑛 }
(1)

where𝑿 𝑙−1
𝑒 = {𝒙𝑙−11 , 𝒙𝑙−12 , ..., 𝒙𝑙−1𝑛 } denotes the intermediate feature of the input subtokens sequence,

and 𝒙𝑙−1𝑖 ∈ R𝑑 and 𝑑 are the intermediate representation of the 𝑖-𝑡ℎ subtoken generated by the 𝑙-𝑡ℎ
encoder layer and the length of the intermediate representation of each subtoken, respectively.
Note that, we use 𝑿0

𝑒 = {𝒙0
1, 𝒙

0
2, ..., 𝒙

0
𝑛} to represent the original input subtokens sequence. F 𝑙

𝑒 ,
parameterized by the learnable weights𝑾 𝑙

𝑒 , is the 𝑙-𝑡ℎ layer of the encoder model. For an 𝐿-layers
encoder model, the final output of the encoder model can be denoted as 𝑿𝐿

𝑒 ∈ R𝑛×𝑑 , which will be
used as the input of the decoder model to generate the prediction (target sequence, code edits in
our task), as well as the input of the localization branch of our proposed pipeline. In the rest of this
paper, we simply use 𝒁 and 𝑿 to denote 𝑿𝐿

𝑒 and 𝑿0
𝑒 respectively, and use F𝑒 and𝑾𝑒 to denote the

entire encoder model and its trainable parameters.

J. ACM, Vol. 1, No. 1, Article . Publication date: January 2025.



8 Pian and Li et al.
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(a) Encoder pre-trained encoder-decodermodels’ architecture—Consists of bidirectional

pre-trained encoder and a decoder trained from scratch.

first == null ; </s>

<SEP>

Input

Output

<SEP>if ( first ... ;

<s>

Pretrained Left-to-Right Decoder

(b) Decoder-only pre-trained models’ architecture — One pre-trained single decoder

processes the input and output sequentially from left to right.

Pretrained
Bidirectional Encoder

<s> If ( first ... }

first == null ; </s>

<s>

Input

Output

Pretrained Left-to-Right
Decoder

(c) Joint encoder-decoder pre-trained models’ architecture — Consists of pre-trained

bidirectional encoder and pre-trained left to right decoder.

Fig. 4. Schematic diagram [8] of the three types of pre-trained models: (a) Encoder pre-trained encoder-

decoder models, (b) Decoder-only pre-trained models, and (c) Joint encoder-decoder pre-trained models.

Decoder. Decoder is another part of the encoder-decoder architecture, which aims to decode the
representation generated by the encoder, to the target output subtokens sequence. In sequence-to-
sequence tasks, the decoder generates subtokens sequentially using the encoder generated global
representation and previous decoder generated subtokens. For the 𝑛-th subtoken’s generation, the
decoder takes previously generated subtokens and the encoder generated representation/hidden
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states as the input, to predict the next subtoken. This process can be denoted as:

𝒖𝑛 =F𝑑 (𝑼𝑛−1,𝒁 ;𝑾𝑑 ),
s.t. 𝑼𝑛−1 = {𝒖0, 𝒖1, 𝒖2, ..., 𝒖𝑛−1},

(2)

where F𝑑 denotes the decoder model with learnable parameters𝑾𝑑 . 𝒖𝑖 denotes the 𝑖-th output
subtoken. Please note that, 𝒖0 is a special token that indicates the start of output generation.
Note that, for decoder-only models, e.g. CodeGPT [39], due to the lacking of encoder part,

when generate the 𝑛-th subtoken 𝒖𝑛 , the model only takes 𝑼𝑛−1 as input without the intermediate
representation 𝒁 in the modeling process, which can be represented as:

𝒖𝑛 =F𝑑 (𝑼𝑛−1;𝑾𝑑 ),
s.t. 𝑼𝑛−1 = {𝒖0, 𝒖1, 𝒖2, ..., 𝒖𝑛−1},

(3)

Based on above encoding and decoding processes, models inference with encoder-decoder architec-
ture (encoder pre-trained models and encoder-decoder pre-trained models), e.g. CodeBERT [13],
GraphCodeBERT [16], PLBART [1], and CodeT5 [71], in code editing task can be denoted as:

𝒖𝑛 =F𝑑 (𝑼𝑛−1,𝒁 ;𝑾𝑑 ),
s.t. 𝑼𝑛−1 = {𝒖0, 𝒖1, 𝒖2, ..., 𝒖𝑛−1}, 𝒁 = F𝑒 (𝑿 ;𝑾𝑒 ),

(4)

Similarly, the code editing task in decoder-only pre-trained model, e.g. CodeGPT [39], can be
expressed as:

𝒖𝑛 =F𝑑 ( [𝑿 , 𝑼𝑛−1];𝑾𝑑 ),
s.t. 𝑼𝑛−1 = {𝒖0, 𝒖1, 𝒖2, ..., 𝒖𝑛−1},

(5)

We use the pre-processed subtokens sequence (see last subsection for details) as the input of the
model. In this subsection, we introduce the details of the models that can be used in our approach.
In summary, Equation 4 and 5 present the edits generation process in the code editing task.

However, as we mentioned before, in real-world code editing, given a code chunk/snippet, we
usually don’t know the exact line location where we should edit. That is, the modality of the content
of the code line that to be edited, is unknown. In this situation, since the model does not learn
where to be edited in the given code chunk/snippet, as well as the content to be edited, existing
standard end-to-end sequence-to-sequence training/fine-tuning strategy is inadequate for enabling
the model to generate precise code edits. To tackle this problem, we propose jLED, a joint training
strategy to allow the model to learn to localize and edit simultaneously, in which the localization
task can be used to facilitate the editing generation process for unknown edit locations. In the
following subsection, we introduce the details of our proposed jLED.

3.3 Optimization

In this subsection, we introduce the details of our proposed joint training loss function for our
jLED.

3.3.1 Editing Loss. The first component of our final loss function is the editing loss, serving as the
optimization target to minimize the distance (loss score) between the generated edits (sequence of
output subtokens) and the ground truth edits. The editing loss can be denoted as:

L𝑒𝑑𝑖𝑡 = E𝑿∼D
[ 𝐿∑︁
𝑖=1

L𝐶𝐸 (𝒖𝑖 ,𝒚𝑖 )
]
, (6)
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where D denotes the training set, 𝒚𝑖 is the 𝑖-th subtoken in the ground-truth subtoken sequence
(ground truth edits) Y, 𝐿 is the maximum length of the output sequence, and L𝐶𝐸 is the cross-
entropy loss function.

3.3.2 Localization Loss. Localization loss aims to guide the model to learn the exact line-level
location that to be edited given a natural language description and associated code context. To
predict the location line number, a predictor P(·;𝜽𝑝 ) with learnable parameters 𝜽𝑝 is added on the
top layer of the model. The predictor takes the hidden state generated by the model from the input
sequence as its input, to output the predicted location line number.

Specifically, in the encoder-decodermodels, e.g.CodeBERT [13], GraphCodeBERT [16], PLBART [1],
and CodeT5 [71], the predictor takes the encoder generated representation 𝒁 as the input and
output the predicted location line number, which is used to calculate the localization loss with the
ground truth location line number. This process can be denoted as:

L𝑙𝑜𝑐. = E𝑿∼D
[
L𝐶𝐸 (P(𝒁 ;𝜽𝑝 ), 𝒍)

]
, (7)

where 𝒍 denotes the ground location line number where to be edited.
Similarly, for decoder-only models, e.g. CodeGPT [39], the predictor takes the decoder generated

hidden states of the input sequence as its input to generate the line number prediction, which can
be presented as:

L𝑙𝑜𝑐. = E𝑿∼D
[
L𝐶𝐸 (P(F𝑑 (𝑿 ;𝑾𝑑 );𝜽𝑝 ), 𝒍)

]
, (8)

3.3.3 Joint Loss Function. Finally, the editing loss and the localization loss are combined as the
joint loss function, which is denoted as:

L 𝑗𝑜𝑖𝑛𝑡 = L𝑒𝑑𝑖𝑡 + 𝜆L𝑙𝑜𝑐., (9)

where 𝜆 is the hyperparameter to balance the values of the editing loss and localization loss.
Incorporating a joint loss function, the model benefits from two optimization targets: localization
and editing. The localization target enables the model to pinpoint the specific line number requiring
edits, thus refining its focus during the edit generation process. Simultaneously, the editing training
target further guides the model to accurately identify these line numbers. Owing to this synergistic
training framework, the model is capable of generating highly accurate edits even when the exact
line locations within the source code are unknown.

3.4 Inference

After the training process described in the previous sections, the trained model will be utilized to
predict edits based on the pre-processed and tokenized subtoken sequence. Following a similar
approach to the training process mentioned earlier, the model will generate another sequence
of subtokens representing the predicted edits. These predicted edits will be used to calculate
evaluation metrics and generate the post-editing code context. This process can also be expressed
by Equations 4 and 5.

4 Experimental Design

4.1 Dataset

Considering that existing fine-tuning datasets [29, 69] for code editing contain a significant pro-
portion of input data samples that are small (no more than five lines), a model fine-tuned on such
datasets may not be able to effectively cope with the challenge of editing source code with multiple
lines input. Therefore, we construct a new large-scale dataset, in which each sample contains a
number of lines from 10 to 20. Our collected datasets contains (1) source code context before edited,
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(2) natural language description, (3) line-level edits location (line number), and (4) the ground-truth
edits. Our dataset is collected from two famous GitHub projects – Linux and Wireshark. There
are a total of 77,044 samples in the dataset. More specifically, 66,044, 5,500, and 5,500 samples for
training, evaluation, and testing, respectively. For each sample in the dataset, it contains (1) a source
code snippet with several lines as the code context, (2) a natural language description of the editing
purpose as the natural language guidance, (3) a line number as the editing location, and (4) the
ground-truth edits. Each of the sample is generated by using the git command to extract the code
change, commit message, and the original code file before editing. Table 1 presents the statistics of
the dataset.

Table 1. Statistic of the dataset

Split Training Validation Testing

Sample # 66,044 5,500 5,500

Avg. code snippet tokens # 201.68 201.89 203.49

Avg. edit tokens # 17.86 17.95 18.26

4.2 Data Preparation

For our collected dataset described in Section 4.1, we follow the pre-processing method described
in Section 3.1 to pre-process each sample in the dataset by concatenating the source code context
C and the associated natural language guidance G as an input data sample [C <s>G] where <s>
denotes the special token for splitting different modalities, and apply the tokenizer to tokenize
each input data sample to generate the input subtoken sequence 𝑿 . In the modality of source code
context C, we add another special token </s> to the end of each code line for splitting different
lines of the source code context. In this way, the model is able to know how many lines in the
source code context C as well as the exact start and end position of each line. Then, we extract
each sample’s ground-truth edit as the editing label Y and the location line to be edited as the
localization label 𝒍 .

4.3 Training

After the preparation of each data point in the dataset, i.e. concatenating each sample’s source
code context C and the associated natural language guidance G into [C <s>G] as the input, and
extracting each sample’s ground-truth edit and the location line to be edited as the editing label
Y and the localization label 𝒍 . We apply the processed dataset to train and evaluate the models.
To evaluate the performance of our proposed joint training under the scenario of editing source
code using natural language guidance but without knowing the exact line location to be edited,
we conduct experiments with various well-known and most used pre-trained models fine-tuned
on our dataset, including encoder pre-trained encoder-decoder models, such as CodeBERT [13]
and GraphCodeBERT [16], joint encoder-decoder pre-trained models, such as PLBART [1] and
CodeT5 [71], and pre-trained decoder-only models, such as CodeGPT [39]. We train the model
with our joint training pipeline, using the Adam [25] optimizer with the learning rate of 5e-5. As
described before, both editing loss and localization loss are implemented by the cross-entropy loss
function. We train each model to convergence, and use the beam search to generate output edits
during inference (validation and testing). For all models, we set the balance hyperparameter 𝜆 to
0.1 during training. We implement the training and inference pipeline with Pytorch [47], and use
the pre-trained parameters from Hugging Face.

J. ACM, Vol. 1, No. 1, Article . Publication date: January 2025.



12 Pian and Li et al.

4.4 Evaluation Metric

We use the BLEU score and Top-1 accuracy as the evaluation metric to evaluate the performance of
the editing results. For Top-1 accuracy of the editing results, we follow the settings in the previous
work [8], in which the beam size is set to 5, and then, only the generated edits that perfectly match the

ground-truth edits are correct. This setting allows the most stringent metric for evaluation [8]. For
the evaluation of the localization results, we also apply the Top-1 accuracy and the Top-5 accuracy
as the evaluation metric. For the Top-1 accuracy in localization, the line number with the highest
probability score in the line-aware probability distribution is considered as the predicted localization
result to match the ground-truth localization label 𝒍 . For the Top-5 accuracy in localization, the
prediction is considered as correct if any of our model’s Top-5 highest probability prediction
matches with the ground-truth localization label 𝒍 .

4.5 ResearchQuestions

Different from the previous code editing approach, i.e., MODIT [8], we consider a more practical
code editing scenario, in which the exact location to be edited is unknown (the first modality
in the input of MODIT [8]). To evaluate the performance of the existing standard sequence-to-
sequence training with multi-modalities, i.e. training pipeline in the paper of MODIT [8], we firstly
conduct experiments by training different large pre-trained code models on this state-of-the-art
multi-modalities training pipeline [8] under our considered more practical setting, i.e., only with
the modalities of the source code context (C) and the natural language guidance (G). Then, we
conduct experiments by training different large pre-trained code models with our proposed joint
training pipeline. Our research questions are as follows:
RQ-1. How do the models perform when trained on a standard sequence-to-sequence

multi-modalities training pipeline with only modalities of the source code context and

the natural language guidance?

RQ-2. How does our joint training pipeline (jLED) perform compared to the baseline?

RQ-3.Howdoes our joint training pipeline performcompared to the two-stage localization-

editing pipeline?

5 Experimental Results

✍ RQ-1 ▶ How do the models perform when trained on standard sequence-to-sequence multi-

modalities training pipeline with only modalities of the source code context and the natural language

guidance? ◀

5.1 Experimental Setup for RQ-1

In our first research question, we aim to evaluate the performance of the standard sequence-to-
sequence training (i.e., only using the editing loss in Equation 6 as the training loss function)
with multi-modalities (source code context S and natural language guidance G). We name these
trained models as baselines. To evaluate the performance of the baselines, we carefully choose
the most representative and common pre-trained code models, including encoder pre-trained
encoder-decoder models, decoder-only pre-trained models, and joint encoder-decoder pre-trained
models. For the encoder pre-trained encoder-decoder models, we select CodeBERT [13] and Graph-
CodeBERT [16] in our pipeline. For the decoder-only pre-trained models, we train a CodeGPT [39]
model. And for the joint encoder-decoder pre-trained models, we apply the most used PLBART [1]
and CodeT5 [71] , and recent proposed pre-trained code editing/reviewing models CoditT5 [81]
and CodeReviewer [29], as the model to be trained in our approach. The description of the chosen
models is as follows:
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• CodeBERT: CodeBERT is a pre-trained code model based on the BERT architecture [10].
CodeBERT is pre-trained on a large-scale source code dataset using the pre-training scheme
of RoBERTa [36]. CodeBERT is the first large pre-trained NL-PL model for both natural
language and source code modeling.

• GraphCodeBERT: GraphCodeBERT [16] is a large pre-trained code model based on the
BERT architecture [10]. Different from CodeBERT which uses the pre-training strategy of
RoBERTa [36] only on context information (masked language modeling), GraphCodeBERT
also applies pre-training approaches on the data-flow graph, i.e., cross code-graph variable-
alignment and data flow edge prediction.

• CodeGPT: CodeGPT is a decoder-only source code model, which is based on the GPT
architecture and pre-trained on the source code context. Similar to the GPT, CodeGPT is also
trained with the autoregressive manner.

• PLBART: PLBART is a joint encoder-decoder pre-trained model based on the BART [27]
architecture, and pre-trained with the denoising sequence-to-sequence strategy.

• CodeT5: CodeT5 is a joint encoder-decoder pre-trained model with the same model archi-
tecture of T5 [50], and pre-trained using the text-to-text training strategy as described in
T5 [50].

• CoditT5:CoditT5 is a recent pre-trainedmodel for code editing based the T5 [50] architecture.
• CodeReviewer: CodeReviewer is a recent pre-trained model for code reviewing based the
T5 [50] architecture.

We train the above described baselines on the training set of our dataset, and evaluate the
performance of them. During the training process, we pre-process the data using the same method
described in Section 3.1 and 4.2 and generate the input data as [C <s> G], where <s> is the
special token for splitting different modalities, C and G denote the source code context information
and the natural language guidance respectively. For the baselines, as described before, they are
the existing standard sequence-to-sequence multi-modalities training pipeline for source code
editing, therefore, their training objective only contains an editing loss (Equation 6). Further, we
also conduct experiments by training models under the setting in previous work of multi-modalities
training for source code editing [8], in which the content of the code line to be edited is also
included in the input as another modality. In this way, the input becomes [E <s> C <s> G],
where E denotes the content of the code line to be edited. The experimental results of three fully
input modalities can be seen as the upper bound of the results of with only source code context and
natural language guidance modalities.

5.2 Experimental Results for RQ-1

The experimental results for RQ-1 are shown in Table 2, where we present the BLEU score and the
Top-1 accuracy of different models’ results on the testing set with input modalities of [C <s> G]
and [E <s> C <s> G] respectively. From the table, we can see that all the models’ performance
drops significantly after removing the content of the line to be edited (i.e., after removing E).
Specifically, compared to training with all three modalities, the CodeBERT drops 15.45 and 11.29
for BLEU score and Top-1 accuracy respectively. For GraphCodeBERT, the results of trained with
[C <s> G] decrease by 13.42 and 10.60 for BLEU and Top-1 accuracy respectively, compared to
training with the modalities of [E <s> C <s> G]. For the decoder-only model CodeGPT, it drops
by 20.25 and 14.42 for BLEU score and Top-1 accuracy respectively when trained without the
modality of the content of the line to be edited E. For the joint encoder-decoder pre-trained models
PLBART and CodeT5, compared to training with all three modalities, when trained with only the
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Table 2. Experimental results of different models trained with all three modalities ([E <s> C <s> G])
and with only the modalities of source code context (C) and natural language guidance (G).

Model Modalities BLEU Top-1 Acc.

CodeBERT
[C <s> G] 50.32 41.95

[E <s> C <s> G] 65.77 53.24

GraphCodeBERT
[C <s> G] 52.58 43.38

[E <s> C <s> G] 66.00 53.98

CodeGPT
[C <s> G] 44.25 38.58

[E <s> C <s> G] 64.50 53.00

PLBART
[C <s> G] 52.20 45.45

[E <s> C <s> G] 67.89 57.36

CodeT5
[C <s> G] 56.85 50.87

[E <s> C <s> G] 68.41 59.75

CoditT5
[C <s> G] 55.57 49.71

[E <s> C <s> G] 69.20 60.33

CodeReviewer
[C <s> G] 57.99 52.65

[E <s> C <s> G] 70.86 62.82
modalities of source code context and natural language guidance, the BLEU scores decrease by
15.69 and 11.56 respectively, and the Top-1 accuracy of them drops by 11.91 and 8.88 respectively.

This phenomenon can be explained as follows: (i) The models do not know where to edit in the
source code context, therefore, compared to the upper bound, the models trained with [C <s> G]
lacks more information that would help generate the exact edits. (ii) During the training process,
the models do not learn how to localize the line-level location where it is to be edited.

Based on these results, we can conclude that the models do not perform well when trained with
only the modalities of source code context (C) and natural language guidance (G), since the models
cannot capture the information that is associated to the ground-truth edits directly, and the models
also do not learn knowledge and abilities to help themselves localize the line-level location that is to
be edited from the given source code context (C) and the natural language guidance (G). Therefore,
the answer to the RQ-1 appears:

✍ Answer 1 ▶ Under a more practical setting, in which only the source code context C and

the natural language guidance G can be used to generate edits, standard sequence-to-sequence

multi-modalities training pipeline is not enough for models to learn to generate accurate edits, since

no more additional knowledge and abilities have been learned to help the model localize and edit

exact code line. ◀

To improve the performance of the models under this more practical scenario, in which only
the source code context (C) and the natural language guidance (G) are available, we propose to
train the models with the joint optimization target to enable the model learning both editing and
localization abilities. To evaluate the effectiveness of our proposed approach, we investigate the
next research question:

✍ RQ-2 ▶ How does our jLED perform compared to the baseline? ◀
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Table 3. Experimental results of different models trained with only the modalities of source code context

(C) and natural language guidance (G) as input. All the models use only editing loss to train the editing

baseline models, use only localization loss to train the localization baseline models, and use our joint loss

function to train models for joint localization and editing.

Model Modality Training target
Editing results Localization results

BLEU Top-1 Acc. Top-1 Acc. Top-5 Acc.

CodeBERT [C <s> G]
Editing Baseline 50.32 41.95 - -

Localization Baseline - - 62.09 79.78

jLED (Ours) 55.15 46.58 62.62 78.76

GraphCodeBERT [C <s> G]
Editing Baseline 52.58 43.38 - -

Localization Baseline - - 74.91 88.24
jLED (Ours) 55.71 47.20 74.96 89.34

CodeGPT [C <s> G]
Editing Baseline 44.25 38.58 - -

Localization Baseline - - 53.75 84.80
jLED (Ours) 49.90 42.71 62.49 85.28

PLBART [C <s> G]
Editing Baseline 52.20 45.45 - -

Localization Baseline - - 66.85 83.89
jLED (Ours) 54.78 48.84 70.09 86.62

CodeT5 [C <s> G]
Editing Baseline 56.85 50.87 - -

Localization Baseline - - 77.29 88.93
jLED (Ours) 61.08 55.20 77.07 89.33

CoditT5 [C <s> G]
Editing Baseline 55.57 49.71 - -

Localization Baseline - - 74.15 88.22
jLED (Ours) 58.76 52.56 73.16 89.15

CodeReviewer [C <s> G]
Editing Baseline 57.99 52.65 - -

Localization Baseline - - 72.75 89.38
jLED (Ours) 61.23 55.64 72.38 89.93

5.3 Experimental Setup for RQ-2

In the second research question, we aim to evaluate the performance of our proposed jLED. In
the experiments of RQ-2, we select same pre-trained models used in the experiments of RQ-1,
that are CodeBERT [13], GraphCodeBERT [16], CodeGPT [39], PLBART [1], and CodeT5 [71].
For the description of these models, please refer to Section 5.1 for details. For each model, we
train two baselines, which are the editing baseline and localization baseline respectively. More
specifically, the editing baseline, i.e. the [C <s> G] parts of Table 2 in RQ-1, takes the modalities
of source code context (C) and natural language guidance (G) as the input ([C <s> G]), and uses
the editing loss in Equation 6 as the loss function to train the model. During inference, the editing
baseline can generate the predicted edit, therefore, the evaluation metrics BLEU score and Top-1
accuracy can be used to evaluate the performance of the model. For the localization baseline, it
also takes [C <s> G] as the input, and uses the localization loss in Equation 7 (for CodeBERT,
GraphCodeBERT, PLBART, and CodeT5) or Equation 8 (for CodeGPT) as the loss function to train
the model. During the inference process of localization baselines, models output the predicted
line-level position to be edited, i.e., predicted line number. Then, we use the Top-1 and Top-5
accuracy to evaluate the predicted line-level position.
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5.4 Experimental results for RQ-2

The experimental results for RQ-2 are presented in Table 3, where we show the BLEU score and
the Top-1 accuracy of models’ editing baselines and jLED (ours), and we also show the Top-1 and
Top-5 accuracy of different models’ localization baselines and jLED (ours). As described before, in
all the experiments for RQ-2, all the models’ editing baselines, localization baselines, and jLED take
the modalities of [C <s> G] as input.

Our experimental results presented in Table 3 offer a wealth of insights into the performance of
our approach, jLED, compared to various baselines across multiple metrics. Most notably, jLED
consistently outshines all the editing baselines in both BLEU score and Top-1 accuracy, irrespective
of the underlying model architecture.
Specifically, when integrated with CodeBERT, jLED yields a significant uplift of 4.83 and 4.63

in BLEU score and Top-1 accuracy, respectively. GraphCodeBERT’s performance also receives
considerable boosts of 3.13 and 3.82 in BLEU and Top-1 metrics, reinforcing jLED’s adaptability
across different coding paradigms. The improvements are not merely incremental but substantial,
highlighting jLED’s generalization capabilities across different models.

Similarly, our jLED improves the editing baseline of CodeGPT by 5.65 and 4.13 for BLEU score
and Top-1 accuracy. For PLBART, jLED also boost the editing baseline by 5.65 and 4.13 for both
metrics, further signifying its cross-model efficacy. CodeT5’s performance also escalates, with
gains of 5.23 and 4.33 in BLEU score and Top-1 accuracy, underscoring the versatility of jLED in
adapting to varied model architectures and optimization landscapes.

On the other hand, with the assistance of the editing loss, the model can also localize the editing
position more precisely compared to the localization baseline which is trained with only the
localization loss. Specifically, compared to the localization baselines, the Top-1 accuracy improves
by 0.53, 0.05, 8.74, and 3.24 for CodeBERT, GraphCodeBERT, CodeGPT, and PLBART respectively.
For the Top-5 accuracy, the GraphCodeBERT, CodeGPT, PLBART, and CodeT5 outperform their
localization baselines by 1.10, 0.48, 2.73, and 0.40, respectively. This suggests that jLED doesn’t
merely generate more precise edits, but also benefits the localization process, which is crucial for
practical implementation.

In summary, these results demonstrate that our jLED enablesmodels to acquire greater knowledge
and abilities in localizing editing locations within the code context. This acquired knowledge and
these abilities help the models focus on more precise potential editing locations when generating
edits, leading to the production of more accurate edits. Additionally, learning to generate edits
can also help the models learn to localize the editing position line more accurately. This also
substantiates jLED’s superior performance and adaptability across different model architectures
and evaluation metrics. Whether in terms of edit quality or location precision, jLED consistently
advances the state-of-the-art, making it a robust solution for automated code editing tasks.

Therefore, based on these experimental results and findings, we can conclude the answer to the
RQ-2 as:

✍ Answer 2 ▶ Compared to the baselines, our jLED pipeline enables the models to learn additional

knowledge and abilities regarding to localizing the editing location. Therefore, given only the

modalities of source code context C and natural language guidance G, the models, which are

trained by our jLED pipeline, can pay more attention to the potential editing location, so that

yielding more precise and location-related edits. ◀

✍ RQ-3 ▶ How does our joint training pipeline perform compared to the two-stage localization-

editing pipeline? ◀
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Fig. 5. Overview of the two-stage localization-editing pipeline.

5.5 Experimental Setup for RQ-3

Based on the experiments of RQ-2, we prove that our proposed joint training approach performs
better than the baseline, since it enables the models to learn more knowledge and abilities in
localizing editing locations with the additional localization loss. This also proves that it is crucial for
models to know locations before editing. However, there also is another manner that can provide
models with some location information (predicted locations) except the joint training manner,
that is, the two-stage localization-editing pipeline (we simply call it the two-stage pipeline in
the rest of this paper). The overview of the two-stage pipeline is shown in Figure 5. During the
training process of the two-stage pipeline, we first train the model with the modalities of source
code context (C) and natural language guidance (G) as input ([C <s> G]), which is trained using
only the localization loss (Equation 7 or 8) as the optimization target (same with the localization
baseline in RQ-2). We name it as the localization model in the two-stage pipeline. Then, we train
another model with the input of [E𝐺𝑇 <s> C <s> G], where E𝐺𝑇 denotes the content of the
ground-truth code line to be edited. This model is named as an editing model in the two-stage
pipeline, optimized using the editing loss (Equation 6). During inference, given a sample with the
modalities of code context (C) and natural language guidance (G), the trained localization model is
used to predict the line-level location, which can be used to inquire the corresponding line-level
content in the code context C. We use E𝑝𝑟𝑒𝑑 to denote the inquired line-level content. After that,
we concatenate the predicted line-level content to be edited (E𝑝𝑟𝑒𝑑 ), the source code context (C),
and the natural language guidance (G) as the multimodal input [E𝑝𝑟𝑒𝑑 <s> C <s> G] of the
trained editing model, to generate the predicted edits. Finally, we use the BLEU score and the Top-1
accuracy as the evaluation metrics for the generated edits. For the choice of the localization and
editing models, we use the same settings in the experiments of RQ-1 and RQ-2, i.e., CodeBERT [13],
GraphCodeBERT [16], CodeGPT [39], PLBART [1], and CodeT5 [71].

5.6 Experimental results for RQ-3

The experiments results of RQ-3 are presented in Table 4, wherewe show the evaluation results of the
two-stage training approach and our joint training approach regarding CodeBERT, GraphCodeBERT,
CodeGPT, PLBART, and CodeT5 respectively. From the table, we can see that, for all the models,
our proposed joint training outperforms the two-stage training approach significantly. Specifically,
for CodeBERT, our approach outperforms the two-stage method by 7.20 and 4.93 for BLEU score
and Top-1 accuracy respectively. For GraphCodeBERT, our approach improves the two-stage
approach by 10.09 and 10.16 for BLEU score and Top-1 accuracy. For CodeGPT, compared to
the two-stage approach, our joint training has the improvement of 9.10 and 6.06 for BLEU score

J. ACM, Vol. 1, No. 1, Article . Publication date: January 2025.



18 Pian and Li et al.

Table 4. Experimental results of different models trained with our joint training approach and the two-stage

approach.

Model Approach BLEU Top-1 Acc.

CodeBERT
Two-stage 47.95 41.65
jLED (Ours) 55.15 46.58

GraphCodeBERT
Two-stage 45.62 37.04
jLED (Ours) 55.71 47.20

CodeGPT
Two-stage 40.80 36.65
jLED (Ours) 49.90 42.71

PLBART
Two-stage 50.59 45.42
jLED (Ours) 54.78 48.84

CodeT5
Two-stage 32.96 31.51
jLED (Ours) 61.08 55.20

and Top-1 accuracy respectively. For PLBART, our approach improves the two-stage method by
4.19 and 3.42 for BLEU and Top-1 accuracy respectively. For CodeT5, compared to the two-stage
method, our proposed joint training approach outperforms it by 28.12 and 23.69 respectively.
These experimental results demonstrate the superiority and the significant improvement of our
proposed joint training approach over the two-stage method, so we can conclude that our joint
training is a better choice compared to the two-stage approach. The answer to RQ-3 can be denoted
as:

✍ Answer 3▶ The two-stage method, the editing performance of which heavily relies on the

localization model’s predicted line-level location, which means that, when the predicted line-level

location is incorrect, the generated edits in the next stage has a high probability of being wrong –

even the input content of location to be edited (E) is perfect, the generated edits are not 100% correct,

let alone the input location is wrong. Compared to it, our joint training pipeline does not totally

rely on the predicted localization results to generate the edits, so that the models could pay some

attention to the correct code lines, even if they are not with the highest probability scores. Based on

these experimental results, we conclude that our joint training pipeline is a better choice compared

to the two-stage method. ◀

6 Discussion

6.1 Compare to Another Existing Joint Learning Approach

Table 5. Experimental results compared to another existing joint learning method CodeT5-DLR.

Method
Editing results Localization results

BLEU Top-1 Acc. Top-1 Acc. Top-5 Acc.

CodeT5-DLR 26.84 21.38 24.29 57.38
jLED (Ours, using CodeT5) 61.08 55.20 77.07 89.33

To compare our proposed jLED with the existing joint learning approach CodeT5-DLR [4],
designed for bug detection, localization, and repair without natural language guidance, we conducted
an experiment on it. CodeT5-DLR utilizes the pre-trained CodeT5 as its base model, and fine-tune
it to process code snippets and simultaneously predict 1) the presence of bugs, 2) the location of
the buggy line, and 3) the repair results.
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In the context of our natural language-guided code editing, we fine-tune the CodeT5-DLR on
our dataset, during which we follow the pre-processing and tokenization process described in their
original paper, and take the tokenized code snippet as the input of the model. For the fine-tuning
loss function, as our task does not include the bug detection objective, we remove the binary
classifier for bug detection and only keep the localization and repair training objective.
The experimental results are illustrated in Table 5. We can observe that our jLED significantly

outperforms the CodeT5-DLR. This indicates that our approach is more suitable for the natural
language-guided code editing task compared to CodeT5-DLR. The underperformance of CodeT5-
DLR could be due to the lack of natural language guidance, which is essential for understanding
the specific purpose of each editing sample. Unlike bug repair, which only requires learning the
purpose and underlying patterns for fixing bugs, code editing involves a variety of modification
purposes. Therefore, while CodeT5-DLR performs well in bug repair without natural language
guidance, it struggles in code editing if the guidance is not provided.

6.2 Parameter Study

To investigate the impact of the hyperparameter 𝜆 in our joint learning loss function (Eq.9) on
different models, we conduct a parameter study using different values of 𝜆. We select the models
CodeBERT [13], GraphCodeBERT [16], CodeGPT [39], and CodeReviewer [29] for this analysis.

Theoretically, very small values of 𝜆 may lead to the under-optimization of the localization target,
thereby limiting the benefits to the editing target. In contrast, very large values may cause the
localization target to dominate the training process, leading to under-optimization of the editing
target. Therefore, it is crucial to determine an appropriate value of 𝜆 to balance the two optimization
objectives and achieve optimal code editing performance.

In this parameter study, for each model, we trained them using 𝜆 values of 0.01, 0.05, 0.1, 0.5, 1.0,
5.0, and 10.0. The results are presented in Table 6. It can be observed that when the value of 𝜆 is set
to 0.1, all these selected models achieve their best editing performance, which demonstrates that
0.1 is a suitable selection of the value of 𝜆 to balance the value scale of editing and localization loss.
In general, in deep learning model training, having two targets of equal importance does not

necessarily require assigning them identical loss weights. This is because gradient scales and
convergence speeds can vary significantly across different learning tasks. To some extent, this also
explains why a value like 0.1 is appropriate for 𝜆 in our scenario.

Moreover, for very large 𝜆 values, such as 100, the training becomes unstable due to the amplifi-
cation of the gradient by a factor of 100, which may even lead to gradient explosion. Therefore,
these values are deemed incompatible with our proposed method.

6.3 Experiments on Another Existing Code Edit/Refinement Dataset

To evaluate the generalizability of our proposed jLED over other datasets, we conduct experiments
on an existing code edit/refinement dataset used in the paper of CodeReviewer [29]. We apply
the same pre-processing method as described in Section 3.1 on this dataset. The experimental
results are presented in Table 7, where we show the results of CodeBERT [13], CodeT5 [71],
and CodeReviewer [29] with the training targets of editing baseline, localization baseline, our
proposed joint training targets (jLED), and the editing upperbound (training and inference with
all three modalities, i.e., [E <s> C <s> G]), respectively. From the experimental results, we can
observe that, compared to the editing baseline and the localization baseline, our proposed jLED
improves both of them significantly on all three models, further demonstrating the superiority and
generalizability of our proposed method.

Additionally, we observe that the gap between the editing baseline and the editing upper bound
is not as significant as that observed in our dataset. This is because our dataset contains more

J. ACM, Vol. 1, No. 1, Article . Publication date: January 2025.



20 Pian and Li et al.

Table 6. Parameter study on the value of 𝜆.

Model 𝜆
Editing results Localization results

BLEU Top-1 Acc. Top-1 Acc. Top-5 Acc.

CodeBERT

0.01 54.81 45.75 56.73 77.98
0.05 53.58 45.40 52.95 67.09
0.1 55.15 46.58 62.62 78.76
0.5 54.75 45.51 60.49 79.05
1.0 52.20 43.40 62.49 80.36
5.0 46.79 37.75 67.40 86.36
10.0 45.09 36.60 60.82 80.44

GraphCodeBERT

0.01 53.97 47.10 69.90 88.89
0.05 54.79 47.00 71.73 89.73
0.1 55.71 47.20 74.96 89.34
0.5 54.83 46.44 76.07 89.31
1.0 53.21 43.98 77.64 89.69
5.0 48.67 40.15 74.96 88.90
10.0 44.50 35.58 69.49 86.96

CodeGPT

0.01 48.84 42.18 46.93 84.07
0.05 48.11 41.82 58.82 86.04
0.1 49.90 42.71 62.49 85.28
0.5 46.93 39.95 59.24 85.33
1.0 42.18 36.60 63.09 86.00
5.0 46.92 38.89 60.75 86.15
10.0 44.64 36.64 60.95 86.07

CodeReviewer

0.01 60.16 55.02 57.62 90.22
0.05 60.42 55.15 69.24 91.05
0.1 61.23 55.64 72.38 89.93
0.5 60.08 54.71 78.33 90.22
1.0 60.04 54.51 76.78 90.33
5.0 55.77 49.36 68.55 90.35
10.0 54.38 47.11 69.62 90.58

code lines in each individual input sample, increasing the model’s training difficulty in generating
accurate edits without explicit location information. As a result, our dataset better represents the
real-world challenges of code editing tasks, providing a more rigorous benchmark for evaluating
model performance.

6.4 Threats to Validity

The internal threat to validity lies in the bias of the characteristic of the model in our pipeline.
To reduce this threats, we conduct experiments with different models for both baselines and our
proposed pipeline. Further, we consider that it is not fair to compare different approaches imple-
mented by different models, e.g., compare our joint training approach implemented by CodeBERT
to the CodeT5-based baseline, therefore, for fair comparison, we only compare different approaches
within the same model.
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Table 7. Experimental results on the Code Refinement dataset in the paper of CodeReviewer [29].

Model Modality Training target
Editing results Localization results

BLEU Top-1 Acc. Top-1 Acc. Top-5 Acc.

CodeBERT
[C <s> G]

Editing Baseline 42.25 24.80 - -
Localization Baseline - - 88.47 92.79

jLED (Ours) 46.81 28.30 92.98 98.05

[E <s> C <s> G] Editing Upperbound 47.68 30.18 - -

CodeT5
[C <s> G]

Editing Baseline 46.95 33.73 - -
Localization Baseline - - 93.61 97.80

jLED (Ours) 49.78 36.38 94.10 98.29

[E <s> C <s> G] Editing Upperbound 50.81 37.89 - -

CodeReviewer
[C <s> G]

Editing Baseline 47.88 36.67 - -
Localization Baseline - - 94.66 97.77

jLED (Ours) 49.38 38.44 94.70 99.15

[E <s> C <s> G] Editing Upperbound 50.59 38.49 - -

Threats of external validity refer to the dataset used for the experiment. To reduce this threat,
we construct a well-established dataset with high-quality data samples for training, validating, and
testing our approach and the baselines.

6.5 Limitations

Our approachmainly focuses on single-line source code editing. However, in the real-world scenario,
multi-line editing appears frequently, which limits our proposed approach to fully address the
complexities of real-world software development where multi-line editing is a common necessity.
This limitation potentially hinders the broad applicability of our method, particularly in situations
where changes span several lines of code, as is often the case in bug fixes, feature enhancements,
or code refactoring. To mitigate this, one potential solution is to employ binary cross-entropy
loss instead of the current standard cross-entropy loss during training, and set a threshold to
filter multiple results as the predicted lines. This adjustment would enable our model to predict
edits across multiple lines. Such a modification aims to enhance the localization capabilities of our
approach, allowing for simultaneous multi-line source code editing. In summary, we acknowledge
the complexity of integrating multi-line editing capabilities and recognize this as an area for future
work to be rigorously pursued and refined.

7 Related Work

7.1 Automatic Code Change

Thanks to the repetitiveness of code editing, researchers have proposed to automate several code
change tasks in the field of software engineering. One research direction aims to refactor existing
code without changing its functionality [14, 24, 43]. For example, Meng et al. [43] introduced RASE,
a highly advanced automated refactoring tool designed to eliminate redundancy in software code
through clone removal. The evaluation showed that RASE successfully removes clones in a signifi-
cant number of method pairs and groups with systematic edits, indicating the increased applicability
of automated refactoring based on these edits. Khatchadourian et al. [24] transformed legacy Java
code to leverage the new enumeration construct, improving type safety, code comprehension, sim-
plicity, and eliminating brittleness issues. It employs an interprocedural type inferencing algorithm
and has been evaluated on 17 Java benchmarks. Other research direction addresses the completion
or suggestion codes automatically [28, 53, 58, 59]. Svyatkovskiy et al. [58] proposed IntelliCode
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Compose, a versatile code completion tool capable of generating syntactically correct code se-
quences and entire lines in multiple programming languages. Leveraging a generative transformer
model trained on extensive source code, IntelliCode Compose achieves high edit similarity and low
perplexity for edit-time completion suggestions in Visual Studio Code IDE and Azure Notebook.

Another direction that is widely recognized as significant is the automation of bug detection and
correction. With recent advances in deep learning, researchers proposed to use of NMT architecture
or pre-trained encoder or decoder for program repair [7, 8, 17, 22, 56, 64, 78]. Our study is related
to the last thrust. The evaluations conducted on the tasks showed promising results in automatic
code change. Nevertheless, we argue that previous studies often assume the availability of a perfect
edit location, such as fault location in program repair, which is not typically the case in real-world
scenarios. Our objective is to fill this gap by jointly learning the localization and editing of source
code.

7.2 Code Change Modeling

The code change modeling plays a crucial role in code-related tasks [9, 11–13, 18, 60]. To learn
distributed representations, Hoang et al. [18] utilized deep learning models to create CC2Vec,
an approach of representing patches through sequence learning on code change. CC2Vec was
evaluated as effective as the state of the arts on three patch tasks: generating patch descriptions,
identifying bug-fixing patches, and just-in-time defect prediction. Similarly, CoDiSum [75] is a
token-based approach to patch representation, particularly useful in generating patch descriptions.
Moreover, Tufano et al. [67, 68] investigated the usage of NMT for general-purpose code changes
learning. Recently, large pre-trained code models have been further re-pre-trained on code change
datasets to obtain large pre-trained code change models [30, 37, 83].
The utility and adaptability of large-scale language models (LLMs) extend beyond natural lan-

guage processing tasks. The BERT architecture [10], for instance, encodes both the left and right
context of a token, making it adapted for the tasks of interpretation and generation of code that
often relies heavily on the surrounding context. Several studies have revealed the efficacy of these
models in handling source code. CodeBERT [13] and GraphCodeBERT [16], both derivatives of
the BERT architecture, have shown considerable promise in understanding code semantics. Code-
BERT is designed to tackle programming tasks by learning from bilingual data, including natural
language and code, while GraphCodeBERT incorporates structural information from code into the
pre-training process for a better understanding of the dependencies within the code. Furthermore,
PLBART [1] and CodeT5 [71] have demonstrated substantial effectiveness in code translation and
summarization tasks. PLBART, an encoder-decoder model, is specifically designed for programming
language tasks. It leverages a large-scale bilingual corpus to learn a unified representation that
captures the semantics of code. CodeT5, yet another encoder-decoder model, extend the T5 model
by incorporating a code tokenizer and a new pre-training objective, making it successful in the
task of code defect detection and clone detection.
Because of the outstanding representation ability of these pre-trained models on source code,

they have also been widely adapted to various code change tasks such as program repair [61, 62,
65, 80], commit message generation [23, 55, 66] or code recommendation [69, 82]. In our proposed
methodology, we initially harness the power of pre-trained LLMs as a fundamental architecture
to represent both code and natural language. Subsequently, the weights of the LLMs are jointly
optimized to learn to localize and repair bugs effectively. This approach allows the model to
continually evolve and adapt, thereby enhancing its capability to perform code change tasks.

J. ACM, Vol. 1, No. 1, Article . Publication date: January 2025.



You Don’t Have to Say Where to Edit!

jLED – Joint Learning to Localize and Edit Source Code 23

8 Conclusion

In this paper, we investigate the performance of existing standard sequence-to-sequence multi-
modal learning for code editing under a more practical situation, in which the precise line-level
location information is unknown or unavailable. Through comprehensive experiments, we have
confirmed that the models are not able to generate precise edits after training without exact
line-level location information. To tackle this challenge, we proposed jLED (jointly Localize and
EDit), a training pipeline to jointly learn to localize the edit buggy code simultaneously, which
enables models to learn additional knowledge and abilities regarding the line-level localization
while learning to edit. We conduct experiments using our proposed jLED, and the experimental
results show that our approach not only generates more precise edits, but also predicts more
accurate line-level locations than the considered baselines. Moreover, to evaluate the effectiveness
of our joint learning pipeline against other localization and editing alternatives, we construct a
two-stage localization-editing pipeline, in which a localization model and an editing model are
trained separately. Experimental results demonstrate the superiority of our jLED over this two-stage
manner.
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